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DUAL ATTITUDE AND PARAMETER ESTIMATION OF PASSIVELY MAGNETICALLY STABILIZED
SPACECRAFT
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S. Rock∗, J. Springmann†, J. Cutler†

Precision attitude determination of a nano satellite is limited by a lack of traditional high performance attitude sensors,
a result of having small budgets for mass and power. Attitude determination can still be performed on a nano satellite
with low fidelity sensors, but an accurate model of the dominant torques acting on the spacecraft is required to achieve
precision. Many nano satellites use passive magnetic stabilization systems consisting of a combination of a permanent
dipole for alignment to the local magnetic field and magnetically permeable material for damping. The torques gener-
ated by a passive magnetic system are dependent on the effective magnetic properties of the installed components, and
these cannot easily be measured prior to launch. Spacecraft attitude cannot be determined accurately until these effec-
tive properties are calibrated on orbit. In this paper, an estimation problem is formulated that simultaneously solves for
the attitude of the spacecraft and performs parameter estimation on the magnetic properties of the magnetic materials.
The estimation technique is applied to data from NASA Ames Research Center’s O/OREOS nano satellite and the
University of Michigan’s RAX-1 nano satellite, where clear differences are detected between the magnetic properties
as measured before launch and those that fit the observed data. To date this is the first known on-orbit verification of a
dynamics model for passively magnetically stabilized spacecraft.

I. INTRODUCTION
On large spacecraft, high precision attitude determina-

tion can be performed using high performance sensors
such as star trackers and inertial grade gyros. On small
spacecraft, however, such instrumentation is typically not
available due to small budgets for power, mass and vol-
ume. Precision attitude determination can still be per-

Figure 1: NASA Ames Research Center’s O/OREOS 3U
Cubesat. An example of a passively magneti-
cally stabilized spacecraft
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formed on a nano satellite with fewer, lower performance
sensors, but an estimator that incorporates an accurate
spacecraft attitude dynamics model is required.

The same low mass and power budgets that negate
the use of high performance attitude sensors also encour-
age the use of passive magnetic stabilization systems in
nano satellites. These passive magnetic systems require
no power and have low mass and volume requirements.
Passive magnetic systems typically consist of a perma-
nent dipole that provides alignment to the Earth’s mag-
netic field, and magnetically permeable material that pro-
vides damping for the removal of excess rotational kinetic
energy. An accurate attitude dynamics model for a pas-
sively magnetically stabilized spacecraft requires an ac-
curate model of the torques generated from the interaction
of these magnetic components with the Earth’s magnetic
field.

While the torque arising from a permanent dipole of
known strength in an external magnetic field is trivially
computed, the magnetically permeable material poses
more of a challenge due to non-linear time-variant dy-
namics and the presence of additional states that are not
directly observable. These dynamics have been studied
well for isolated samples of material in a laboratory,1 and
in such situations the material’s properties can be accu-
rately characterized. To date there has been no demon-
stration of the fidelity of these models when included in a
full attitude dynamics simulation.

When the magnetic components are installed in a
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spacecraft the magnetic properties will change due to in-
teractions both with similar material installed in close
proximity, and also to other spacecraft components. Pre-
launch testing in the laboratory of a complete system is
hampered by the very small torques produced, and the dif-
ficulty in maintaining a magnetically clean environment.
The differences between laboratory measured properties
and the effective installed properties have been substan-
tial enough to cause problems with attitude determination,
with previous nano satellite missions observing disagree-
ments between pre-launch simulations and observed atti-
tude profiles.2

An alternative approach to characterizing the magnetic
properties and to obtain an accurate attitude dynamics
model is to calibrate the magnetic properties using on-
orbit data. Specifically parameter estimation can be per-
formed to fit a dynamics model to observed data. As the
on-orbit measurements will be attitude dependent, the at-
titude determination and parameter estimation problems
need to be solved simultaneously.

II. METHOD
The estimation problem can be described as finding a

set of initial conditions and parameters that reproduces the
measured data as closely as possible. This can be formu-
lated as an an optimization problem for a dynamical sys-
tem (Equation [1]), where initial conditions and system
parameters are iterated upon until simulated data matches
measured data.

minimize
x0 ,θ

∑
J(x(t), t) t = 0, . . . ,T .

subject to ẋ(t) = f (x(t), θ, t)
x(0) = x0

ci (x0 , θ) ≤ 0, i = 1, . . . ,m.
ceq j

(x0 , θ) = 0, j = 1, . . . , n.

[1]

The function f (x(t), θ, t) describes the attitude dynam-
ics of a passively magnetically stabilized spacecraft. The
state x(t) includes both the kinematic state and an addi-
tional state required to model the time variant behavior of
the magnetic material. The parameters of the dynamical
system θ are any constants in the state dynamics that are
unknown or require calibration, and in this work are the
properties of the magnetic materials in the system.

The constraints ci (x0 , θ) and ceq j (x0 , θ) ensure that the
parameters θ and the initial state x0 are physically realiz-
able.

The cost function J(x(t), t) is the difference between
actual measurements recorded by the spacecraft, and the
value of those measurements as generated by propagating
the dynamics in simulation.

II.I Attitude Dynamics

q̇ =
1
2
ω ⊗ q [2]

T =Iω̇ +ω × Iω [3]

The attitude kinematics and dynamics are given by Equa-
tions [2] and [3]. The unit quaternion is used to represent
the spacecraft’s attitude and ω is the body angular rate in
the body frame. As moments of inertia can be accurately
measured prior to launch, in this work it is assumed that
the inertia I of the spacecraft is known and is not included
as an optimization parameter.

In Equation [3] the external torque T includes parasitic
environmental torques in addition to any control torques.
In the case of a passively magnetically stabilized space-
craft these control torques will arise from the interaction
of the dipoles with the Earth’s magnetic field. Typical
expected values of the environmental torques were esti-
mated for a 3U (30 × 10 × 10cm3) cubesat in a 650km
low Earth orbit and are listed in Table 1, along with nomi-
nal values for the torques from a typical passive magnetic
stabilization system. As the parasitic torques are several

Torque Source Nominal Value (Nm−1)
Permanent Dipole 7 × 10−4

Saturated Permeable Rod 1 × 10−5

Gravity Gradient 7 × 10−8

Solar Radiation Pressure 2 × 10−8

Aerodynamic Pressure 2 × 10−9

Table 1: Torques acting on the spacecraft

orders of magnitude lower than those from the magnetics,
it is reasonable to ignore them in the dynamics model.

The torque from a dipole of strength M in a magnetic
field H is given by Equation [4] where µ0 is the perme-
ability of free space. In a system comprising of both per-
manent dipoles and magnetically permeable material the
torque can be computed using Equation [5] where MP is
the strength of the permanent dipole, and B is the induced
flux density in a permeable rod of volume V .

T =µ0 (M × H) [4]
= (BV + µ0MP) × H [5]

The external magnetic field H is assumed to be known,
and can be computed if the spacecraft’s orbital position is
known. The effective installed permanent dipole MP and
the effective permeable rod volume V are both assumed
to be unknown constant parameters. The induced mag-
netic flux density in the rod B is time variant, so the state
dynamics f (x(t), θ, t) must include the dynamics of the
permeable material to allow the torque to be computed.
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II.II Hysteresis Modeling
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Figure 2: Typical Hysteresis Loop

If a permeable rod is placed in a time varying magnetic
field with component H along the long axis of the rod,
the flux density induced in the rod B lags changes in the
external field, a phenomenon known as hysteresis. The
three magnetic properties of permeable material that de-
scribe the shape of these hysteresis loops, as illustrated in
Figure 2, are: the saturation flux density Bs ; the rema-
nence flux density Br ; and the coercivity Hc .

Flatley and Henretty1 proposed an empirical model to
describe both the bounding curves of the hysteresis mate-
rial and the behavior between the two curves. The bound-
ing curves are described by the inverse tangent function
Equation [6]. Equation [7] is the empirically derived dif-
ferential equation that describes the behavior at any point
(H , B) between the limits. The derived material property
k is called the shape parameter. A sample simulated hys-
teresis loop is illustrated in Figure 3 where the external
field was varied between ±Hc .

Blim(H) = Bs

(
2
π

)
arctan (k(H ± Hc )) [6]

dB

dH
=

2
π
kBs cos2

(
π

2
B

Bs

) (
H − Hlim(B)

2Hc

)2

[7]

where

k =
1
Hc

tan
(
π

2
Br

Bs

)
[8]

Hlim(B) =
1
k

tan
(
π

2
B

Bs

)
± Hc [9]

If both the component of the external field aligned with
the rod H , and the time rate of change of this component
Ḣ are known then magnetically permeable material can be
included in a dynamical system by augmenting the exist-
ing states with the induced flux density B and augmenting
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Figure 3: Simulation of Hysteresis Loop

the state update equations with Equation [10].

dB

dt
=

dB

dH

dH

dt
[10]

In the case of the attitude dynamics simulation, the
kinematic state (q, ω) is augmented with three (x , y , z)
components of induced magnetic flux to account for rods
aligned with the three body axes.

It has been shown3 that significant computational ad-
vantages are obtained by integrating a substituted modi-
fied flux state S as defined in Equation [11] rather than
directly integrating B.

S = tan
(
π

2
B

Bs

)
[11]

The bounding limits and differential equation describ-
ing the behavior between the limits are described in Equa-
tions [12] and [13] respectively. Integrating S rather than
B involves fewer transcendental function evaluations and
operations close to (tan π

2 ).

Slim = k (H ± Hc ) [12]

dS

dH
= k

H − S
k
± Hc

2Hc

2

[13]

dS

dt
=

dS

dH

dH

dt
[14]

The substitution offers faster numerical convergence,
allowing a larger integration time step and an order of
magnitude improvement in integration speed. This speed
increase becomes of great value in iterative optimizations
or sequential Monte-Carlo methods.

II.III External Magnetic Field
Computation of the torque also requires knowledge of

the external magnetic field in the body frame. The compu-
tation of the dynamics of the induced magnetic flux den-
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sity in the rod (Equation [10] or [14]), additionally re-
quires knowledge of the time rate of change of the exter-
nal field.

Assuming the spacecraft’s orbital position is known,
then the external magnetic field in an inertial frame HECI

can be computed from the IGRF4 model. If it is assumed
that the orbital position is independent of the spacecraft’s
attitude then the spacecraft’s orbital position can be propa-
gated independently and a time derivative of the magnetic
field ḢECI computed. From these the external magnetic
field H and its time derivative Ḣ in the body frame can
then be calculated using Equations [15] and [16] respec-
tively.

H =q ⊗ HECI ⊗ q−1 [15]

Ḣ =q ⊗ ḢECI ⊗ q−1 − ω × H [16]

Spacecraft position is typically obtained from two-line
element (TLE) ephemerides. Propagation can then be per-
formed from TLEs using the SGP45 algorithm.

II.IV Summary of Attitude Dynamics
The full attitude dynamics of a passively magnetically

stabilized spacecraft are summarized in Equation [17].

q̇ =
1
2
ω ⊗ q

ω̇ =I−1
( (

2
π
BsV arctan (S) + µ0MP × H

)
− . . .

ω × Iω

)

Ṡ =kḢ

H − S
k
± Hc

2Hc

2

[17]

where

H =q ⊗ HECI ⊗ q−1

Ḣ =q ⊗ ḢECI ⊗ q−1 − ω × H

The state x and time derivative of the state f (x(t), θ, t)
as required in Equation [1] are defined in Equations [18]
and [19], and the parameters θ are defined by Equa-
tion [20].

x(t) =

q(t)
ω(t)
S(t)

 [18]

f (x(t), θ, t) = ẋ(t) =

 q̇(t)
ω̇(t)
Ṡ(t)

 [19]

θ =


MP

Bs

Br

Hc

V

 [20]

II.V Cost Function
As this work is intended to be applied to low cost nano

satellites, it is assumed that the only measurement avail-
able is the sun vector. Even when the spacecraft has no
dedicated sun sensors, an estimate of the solar vector can
be made from the body mounted solar panel currents. The
scalar cost function at each time step J(x(t), t) is defined
by Equation [21] and is the norm of the difference be-
tween the sun vector measured by the bus cbus and the
sun vector in the inertial frame cECI rotated to the body
frame.

J(x(t), t) =‖q(t) ⊗ cECI (t) ⊗ q(t)−1 − cbus(t)‖ [21]

II.VI Constraints
The parameters and initial conditions must be con-

strained to physically realizable values. If the dynamics of
the system are correctly formulated, the system is stable
and x0 is physical, then the state x(t) will stay physically
realizable and does not need to be explicitly constrained.
For the passively magnetically stabilized spacecraft these
physical limits are summarized in Equation [22].

−Bs ≤0
−Br ≤0
−Hc ≤0

Br − Bs ≤0
S(0) − k(H(0) − Hc ) ≤0
−k(H(0) + Hc ) − S(0) ≤0

‖q(0)‖ − 1 =0

[22]

II.VII Simplifications
The optimization problem as described so far in Sec-

tion II can be further simplified by realizing that some
variable substitution can reduce both the dimension size
and the number and complexity of the constraints. If the
initial attitude q(0) is replaced with a three-component at-
titude parameterization such as Euler Angles, this reduces
the state size by one and removes the non-convex equality
constraint that requires q(0) to be of unit length.

The remaining non-convex constraints involving S(0),
k and Hc can be removed by introducing a new variable s0
as defined in Equation [23]. The new variable s0 denotes
the fractional position that S(0) lies between the limiting
substituted flux densities Slim evaluated at H(0), with val-
ues of ±1 denoting the limits. The modified flux param-
eter initial condition S(0) can be recovered using Equa-
tion [24].

s0 =
S(0) − kH(0)

kHc

[23]

S(0) =k(s0Hc + H(0)) [24]

Examination of Equation [17] reveals that the param-
eters Bs and V only ever appear together as the product
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BsV . As such they are independently unobservable and
can be replaced by a new parameter BsV . The constraint
that Br < Bs now cannot be explicitly enforced so a new
non-dimensional parameter ν is introduced as defined in
Equation [25], taking advantage that Br is only used in
defining the shape parameter k . The only constraint on ν
is that it be positive.

ν = tan
(
π

2
Br

Bs

)
= kHc [25]

II.VIII Optimization Problem
The resulting optimization problem specific to a pas-

sively magnetically stabilized spacecraft is summarized in
Equations [26] and [27].

minimize
x̃0 ,θ

∑
J(x(t), t)

subject to ẋ(t) = f (x(t), θ, t)
x(0) = g(x̃0)
−BsV ≤ 0
−Hc ≤ 0
−ν ≤ 0 [26]

where

x(t) =

q(t)
ω(t)
S(t)

 , x̃0 =

 e0
ω(0)
s0

 , θ =


MP

BsV

Hc

ν


ν = Hck

J(x(t), t) = ‖q(t) ⊗ cECI (t) ⊗ q(t)−1 − cbus(t)‖

g(x̃0) =

 q(e0)
ω(0)

k (s0Hc + H(0))



f (x(t), θ, t) =



1
2ω(t) ⊗ q(t)

I−1
((( 2

π BsV arctan (S(t)) + . . .

µ0MP

)
× H(t)

)
− ω(t) × Iω(t)

)
kḢ(t)

(
H (t )− S(t )

k
±Hc

2Hc

)2


H(t) = q(t) ⊗ HECI (t) ⊗ q−1(t)

Ḣ(t) = q(t) ⊗ ḢECI (t) ⊗ q−1(t) − H(t) [27]

A fixed time step RK4 algorithm is used to perform the
integration. For numerical stability, the time step dt is
chosen to ensure that ‖ωdt ‖ � 1.

II.IX Initialization
The problem as detailed in Equations [26] and [27] is

highly non-convex and the cost function is chaotic in the
initial conditions. Regardless of the numerical optimiza-
tion method used to solve the problem, a good initial guess

will be critical to finding the minimum, corresponding to
the best fit.

Initial estimates for the magnetic properties are best
taken from laboratory tests. As has been shown in previ-
ous papers,3 ,6 material data sheets cannot be relied upon
for accurate hysteresis parameters. If no pre-launch test
data is available for the samples installed then estimates
should be made based upon tests of similar materials.

A good estimate for the initial angular rate ω(0) can be
found by examining the frequency content of the bus data.
A sample power spectral density for the RAX-1 space-
craft solar vector data is shown in Figure 4. In steady
state it can be assumed that the spacecraft will be spin-
ning around the permanent dipole, so an initial angular
rate aligned with the permanent dipole and with the same
magnitude as the peak in the power spectral density will
be a reasonable initial guess. There still exists an ambi-
guity as to the direction of rotation about the permanent
dipole, so the optimization may need to be run starting in
both cases.
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Figure 4: Power Spectral Density obtained from perform-
ing FFT of the solar vector bus data from
RAX-1

An initial attitude direction cosine R matrix can be esti-
mated by solving Wahba’s problem7 at t = 0. Wahba’s
problem determines the rotation matrix between two
frames that best satisfies observations of vectors in both
frames. A minimum of two independent vectors measured
or known in both the body frame and inertial frame are re-
quired to produce a solution. The two vectors are the sun
unit vector c and the local external magnetic field H , both
of which are known in the inertial frame. The sun vector
is known even in a severely sensor deprived case via solar
panel current measurements. If a magnetometer is avail-
able, this can be used to estimate the magnetic field vec-
tor in the body frame. If no magnetometer data is avail-
able, a weaker assumption can be made that the permanent
dipole is aligned to the magnetic field. This will likely
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be a reasonable estimate once the spacecraft is operating
at steady state. Following the method of Markeley8 that
uses singular value decomposition to solve Wahba’s prob-
lem, an initial estimate of the attitude matrix R is found
using Equation [28]. Converting from an attitude matrix
to Euler Angles is trivial.

B = HbodyH
T
ECI + cbodyc

T
ECI

B = UΣVT

R = U diag
([

1 1 det(U) det(V )
])
VT [28]

III. RESULTS
The optimization algorithm was run on data from the

O/OREOS and RAX-1 spacecraft. In both cases the
cost function only included solar vector measurements.
RAX-1 included magnetometer data which allowed for a
better estimate of the initial kinematic state. The MAT-
LAB ‘active-set’ algorithm was used.

III.I Data Sources
Nano satellites seldom have extensive sensor suites.

However one vector that is almost always observable is
the sun vector. Spacecraft typically monitor currents from
solar panels, so even if the spacecraft carries no photodi-
odes an estimate of the sun vector can still be made by
filtering and calibrating the panel currents.

The Organism/Organic Exposure to Orbital Stresses
(O/OREOS) spacecraft is a 3U nano satellite that
launched in November 2010 from Kodiak, AK into an
approximately 650 km altitude, 72o low Earth orbit.
O/OREOS carried two astrobiology payloads to study the
survivability and viability of the space environment to
live organisms and organics respectively. The O/OREOS
spacecraft passive attitude stabilization system consisted
of permanent dipoles along the long axis, and hystere-
sis rods in the plane perpendicular to the long axis.
O/OREOS had no direct onboard attitude sensing, how-
ever the spacecraft bus did monitor solar panel currents.
After calibrating and filtering the panel currents a rudi-
mentary estimate of the x and y components of the solar
vector can be obtained.

Included on the same launch manifest as O/OREOS
was the first Radio Aurora Explorer satellite, RAX-1 a
3U CubeSat illustrated in Figure 5 that was developed
to study magnetic field-aligned plasma irregularities in
Earth’s ionosphere.9 The satellite was developed jointly
by SRI International and the University of Michigan and
the science payload is an ultra high frequency (UHF) radar
receiver. Working in conjunction with ground based inco-
herent scatter radar stations, the purpose of the mission
was to improve the understanding of the ionospheric ir-
regularities with the ultimate goal of enabling short-term
forecasting. The passive magnetic attitude control sys-
tem consists of four permanent magnets aligned with the

Figure 5: University of Michigan RAX-1 3U Cubesat

long z axis and two strips of HyMu80 soft magnetic ma-
terial mounted in two axes perpendicular to the perma-
nent magnets. RAX-1 included a full suite of attitude
sensors comprising of multiple photodiodes, two three-
axis magnetometers, and a three-axis rate gyroscope.10

To improve the accuracy of the magnetometer and photo-
diode measurements attitude independent calibration was
performed, with an on-orbit magnetometer calibration al-
gorithm developed to mitigate the effect of nearby elec-
tronics on the magnetometers, which are embedded in the
spacecraft.11 The calibrated photodiode readings were
used to create a reliable estimate of the sun vector in the
body frame. In the work described in this paper the cal-
ibrated magnetometer data was used for initialization of
the optimization algorithm and verification of the solu-
tion. The gyro data was used solely for verification of the
solution.

Both O/OREOS and RAX-1 recorded data at 1Hz. TLE
ephemerides were available for both spacecraft with up-
dates occurring about every twenty four hours, leading to
maximum orbit propagation errors of a few kilometers.
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III.II Steady State – O/OREOS
When solving for steady state, the magnetically per-

meable materials were assumed to not be present by en-
forcing BsV = 0, so only the initial kinematic state and
the permanent dipole are solved for. Ignoring the per-
meable material is a reasonable assumption based on the
physics and purpose of damping. Additionally the perma-
nent dipole only case provides a simpler problem for the
optimization algorithm to solve.

Figure 6 shows a plot of the solar vector as measured by
O/OREOS and the solar vector as computed by the sim-
ulation with initial conditions and parameters as solved
by the optimization algorithm. As can be seen in Fig-
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Figure 6: Comparison of solar vector components for
O/OREOS. 11-Apr-2011 20:23:41 UTC

ure 6 the simulated solar vector matches well with the es-
timated solar vector obtained from solar panel currents.
Using laboratory measurements of similar hardware, the
total z-aligned dipole for O/OREOS was estimated to
be 15.5Am2. The optimized value for the permanent
dipole was [0.31, −0.02, 16.9]TAm2, which is not dissim-
ilar from the assumed installed value.

The solved permanent dipole is close to z-aligned and
has a reasonable order of magnitude. To demonstrate the
problems with using the incorrect dipole, the optimiza-
tion was run again on the same data set, but forcing the
modeled permanent dipole strength MP to the pre-launch
measured value. The best cost function obtained was over
four times larger than that found by calibrating the dipole.
The solar vector generated from simulation is shown in
Figure 7, where the phase can be seen to be slipping ob-
viously within ten minutes of the start of the data set.

An attempt to verify the solved permanent dipole can be
made by performing the optimization on a different data
set. Figure 8 shows the result of a second optimization run
on a different data set. In this second case the optimal per-
manent dipole was found to be [0.35, 0.02, 19.8]TAm2,
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Figure 7: Comparison of solar vector components for
O/OREOS. 11-Apr-2011 20:23:41 UTC. Pre-
launch dipole assumed. Note developing phase
error in estimation.

which is similar but not the same. It is possible that the pa-
rameters were over-fitted to the data which is made more
likely due to the short available data run and having only
x and y components available.
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Figure 8: Comparison of solar vector components for
O/OREOS. 04-Apr-2011 21:00:02 UTC

To test for over-fitting, a final optimization was per-
formed that found two sets of initial conditions and a
single permanent dipole that best explained both sets of
data. This jointly optimized permanent dipole was found
to be [0.30, 0.00, 17.4]TAm2. The cost functions asso-
ciated with each optimization are given in Table 2. The
jointly optimized dipole is still a close fit, with little cost
difference to the individually optimized dipoles.
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Dipole 04-Apr-2011 11-Apr-2011
Optimization Used 21:00:02 UTC 20:23:41 UTC
None (pre-launch) 0.1178 0.3764
Individual 0.1036 0.0812
Joint 0.1047 0.0819

Table 2: Cost functions for optimization of the permanent
dipole and initial attitude for two data sets for the
O/OREOS spacecraft.

III.III Steady State – RAX-1
While the results from the optimization on O/OREOS

look promising, little hard conclusions can be drawn about
the success of the algorithm due to the scarcity of the data
and the limited sensor suite available. By contrast RAX-1
offered richer data sets both in terms of having longer time
periods of data collection, and of having more sensors that
can be used for verification.

The optimization was run for data from RAX-1, with
a sample set of results shown in Figure 9. For clarity in
the figure, only the first 1500 seconds of the data run are
shown.
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Figure 9: Comparison of solar vector components for
RAX-1. 30-Dec-2010 14:28:15 UTC

Before launch the z-aligned permanent dipole was as-
sumed to be 3.2Am2. The algorithm returned an opti-
mal dipole of [0.25, 0.07, 1.06]TAm2, markedly different
from the pre-launch value both in magnitude and align-
ment. Figure 10 illustrates the best fit over the same
dataset if the pre-launch dipole was used in the dynam-

ics model, and shows how quickly the observed and sim-
ulated data diverge. The cost functions associated with
each optimization are listed in Table 3.
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Figure 10: Comparison of solar vector components for
RAX-1. 30-Dec-2010 14:28:15 UTC. Pre-
launch assumed dipole used. Note large errors
between observed data and simulation.

The RAX-1 spacecraft also includes magnetometer and
gyros, and as the data from these sensors were not used in
the cost function or constraints they can be used to verify
the simulated attitude profile. Figure 11 compares the cal-
ibrated magnetometer readings to those generated by the
simulation and Figure 12 compares the onboard gyro data
to the angular rates from the simulation. The magnetome-
ter readings agree closely. The gyro readings have more
error, but that would be expected as the gyros have a bias.

As was done for the data from O/OREOS, an optimiza-
tion was also performed on a different set of data from
RAX-1. Figure 13 is a comparison of solar vector read-
ings and simulated sun vectors for a data set taken fifteen
days earlier. The optimized dipole from this data set is
[0.25, 0.08, 1.04]TAm2, which is within 2% of the opti-
mal dipole from the previous RAX-1 dataset studied. The
closeness of the two optimal dipoles and the cross check
against independent bus data build a strong case for the
validity of the dynamics model and solved parameters.
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Figure 11: Comparison of magnetometer readings to
magnetic field in the body frame as gener-
ated by the simulation. RAX-1. 30-Dec-2010
14:28:15 UTC

Dipole 15-Dec-2010 30-Dec-2010
Optimization Used 17:36:09 UTC 14:28:15 UTC
None (pre-launch) 0.9976 0.9090
Individual 0.1619 0.1636

Table 3: Cost functions for optimization of the permanent
dipole and initial attitude for two data sets for the
RAX-1 spacecraft.

III.IV De-Tumbling Phase
Figure 14 shows the result of the optimization for an

earlier dataset from RAX-1, again assuming only a per-
manent dipole and no permeable material. Two thousand
seconds of data was included in evaluating the cost func-
tion. Only the middle thousand seconds are shown in Fig-
ure 14 for clarity. As can be seen from Figure 14 it appears
that the attitude dynamics resulting from just the dipole
are insufficient to explain the readings observed. This is
especially true after the the 1000 second mark where the
x and y components diverge. In order to get good data
agreement permeable material needs to be included in the
estimation. Figure 15 shows the result of a full optimiza-
tion over the earlier dataset where permeable material was
included. The match is improved but is still not as good
as in the steady state case.
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Figure 12: Comparison of IMU gyro readings to angular
rates as generated by the simulation. RAX-1.
30-Dec-2010 14:28:15 UTC

III.V Computational Notes
When running the full parameter optimization, over five

thousand function evaluations were required. Each func-
tion evaluation involves propagating the spacecraft for
several thousand time steps. Without utilizing the numer-
ical substitution described in Equation [11], a complete
optimization would have taken hours to run, as opposed
to only minutes with the substitution.

IV. CONCLUSION
An optimization framework was developed that vali-

dates the assumed spacecraft dynamics model, calibrates
the magnetic material properties and provides an estimate
of the attitude of the spacecraft. The resultant parameters
found through the optimization remain physically realiz-
able. The importance of on orbit calibration of magnetic
properties was shown as even in steady state when only a
permanent dipole was assumed, the permanent dipole that
best explained the observed data differed from pre-launch
measurements. Initial studies of the de-tumbling shows
that a single permanent dipole cannot adequately explain
the data, but more work needs to be done to be able to
accept the validity of the proposed hysteresis model.
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Figure 13: Comparison of solar vector components for
RAX-1. 15-Dec-2010 17:36:09 UTC
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Figure 14: Comparison of solar vector components for
RAX-1. Only permanent dipole modeled. 01-
Dec-2010 08:30:46 UTC
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Figure 15: Comparison of solar vector components for
RAX-1. Full magnetic system modeled. 01-
Dec-2010 08:30:46 UTC
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VI. NOTATION

Symbol Description Units
µ0 permeability of free space

= 4π × 10−7
Hm−1

H external magnetic field,
body frame

Am−1

HECI Earth’s magnetic field, ECI
frame

Am−1

Hc coercivity of permeable
material

Am−1

B induced magnetic flux den-
sity in a permeable mate-
rial

T

Br remanence flux density of
permeable material

T

Bs saturation flux density of
permeable material

T

V volume of permeable mate-
rial

m3

M total dipole of magnetic
material

Am2

MP permanent dipole in a per-
manent magnet

Am2

I moment of inertia, body
frame

kgm2

T external torque, body
frame

Nm

ω angular rate, body frame rad s−1

q unit quaternion, inertial to
body frame
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